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Artificial Intelligence (AI) and Machine Learning (ML) have undergone rapid adoption across
Government, Industry, and Academia around the world over the last few years. As intelligent
systems are incorporated into cyber and information systems, their security should be considered
an extension of cyber security. As the 2023 - 2030 Australian Cyber Security Strategy Discussion
paper notes, trust in digital systems is essential in carrying out the goal of becoming the most
cyber secure nation by 2030 [1]. Trust in those AI and ML components of the system are equally
important. Currently, over 90% of business leaders surveyed report their business implements some
kind of AI [2]. However, just a fraction of those businesses consider, or are aware of, AI Security
[2]. AI Security refers to the technical and governance practices that aim to protect AI systems
from deliberate subterfuge by an adversary. AI Security mirrors the field of cyber security in that
it deals primarily with technical weaknesses in the design of an AI system that make it vulnerable
to attack. Attacks on AI systems fall under the umbrella of Adversarial Machine Learning (AML).
AML attacks could have catastrophic consequences on every productionised AI system, which
currently spans all major industries including Health, Energy, and Defence. This informs two main
recommendations for the inclusion of AI Security in the 2030 Cyber Security Strategy. First, we
recommend investment in the technical ecosystem to support AI assurance, mitigation, control and
audit. Secondly, we recommend governance frameworks, policy and legislation that guides and
mandates the security posture of AI systems.
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1 Introduction

Just as Artificial Intelligence (AI) does not have a universal definition, nor does AI Security. Those
in the field generally refer to AI Security as the technical and governance considerations that pertain
to hardening AI systems to technical exploits by an adversary. The offensive side of AI Security is
Adversarial Machine Learning (AML), which represents the ability to hack Machine Learning (ML)
algorithms through a range of methods that broadly exploit technical vulnerabilities inherent in the
architecture of deep learning optimisation. These kinds of attacks are deliberately engineered by an
adversary to compromise the AI system’s ability to behave as intended, through leaking sensitive
information about the training data, evading classification, or hijacking the model’s functions [3].

AI Security is different to AI Safety, which is generally concerned with safety or ethical consid-
erations borne out of biased data or poorly designed systems. AI Security, on the other hand, is an
extension of the field of cyber security in that it deals primarily with technical weaknesses in the
design of an AI system that make it vulnerable to attack. Therefore, governance considerations in
AI Security have a different flavour to those that focus on AI Safety. They are inspired by the field
of cyber security and recommend specific technical and governance controls to ‘harden’ AI systems,
and incorporate these mitigations according to a risk-based approach.

2 AI Security Implications

As the 2023 - 2030 Australian Cyber Security Strategy Discussion paper notes, a safe and secure
cyber and digital ecosystem is essential for enabling Australia’s economic prosperity [1]. Trust in
those cyber and information systems, of which AI is increasingly a key component, is extremely
important. Much has changed since the last cyber security strategy, and one key transition is the
rapidly increasingly capability and uptake of AI systems. Over 90% of business leaders surveyed
report their business implements some kind of AI, and it has been adopted across a range of indus-
tries including Health, Defence, Finance and Manufacturing [2]. The potential for its application in
more risky scenarios, such as facial recognition and lethal autonomous weapons systems (LAWS)
is now very plausible. While regulations around how AI is used is increasingly discussed, a key
challenge that is rarely addressed is how vulnerable AI systems are to adversarial attack [3, 4]. In
2014, researchers first demonstrated how specially crafted perturbations applied to an image can
result in drastic changes to a model’s ability to identify the subject of that image [5, 4]. What this
means in practice is that a person could wear a pair of specially crafted adversarial glasses or jew-
ellery and not just evade a facial recognition system but convince the system that they are someone
else [6, 7]. This technology sounds like science fiction but is entirely possible, and can target any
system that relies on computer vision, including LAWS, autonomous vehicles and image classifica-
tion in healthcare and manufacturing. For example, systems that rely on object detection may be
compromised through targeted perturbations camouflaging of the intended target, or causing some
other object (or person) to be targeted instead. These methods can also apply cross-domain, with
these techniques proven to work when transferred from computer vision to transaction-based fields
like banking, medicine and communications, generating fake financial transactions that may crash
the stock market, or communications signals to falsify messages [8, 9].

Existing AI Governance frameworks typically address AI Safety challenges like explainability,
proportionality and fairness [10, 11, 12]. However, rarely do they address AI Security challenges. In
cyber security there is a complex and interdependent ecosystem of organisations, regulations and
tools that assure the security of cyber systems. There is no equivalent environment that exists for
AI Security [13]. In fact, it is such an emergent discipline that it is rarely addressed in high-level
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policy discussions [13, 14]. Therefore, we outline two recommendations for including AI Security
in the 2030 Cyber Security Strategy.

2.1 Recommendation 1: Investment in the technical ecosystem to support AI
assurance, mitigation, control and audit

We recommend more research at the intersection of cyber security and AI security. There are
frameworks in cyber security that could be adapted to AI security to pivot this defensive mindset
to one of assurance. MITRE’s ATLAS framework is one that has been adapted from their CAPEC
and ATT&CK frameworks for cyber security, and is the current industry leader [15]. However,
cyber security has many other frameworks across a number of industries and authorities including
those by standards organisations like ISO [16], governments [17, 18], and industry bodies [19].
There are also cyber security activities that occur in parallel across a community of interest that
promote a security ecosystem. This might include ML pen-testing, red teaming and bug bounties.
To complement this community of interest there could also be a mechanism to share discoveries
between academia and those affected industry bodies.

The 2030 Cyber Security Strategy should play a role in stimulating this community of interest,
much as it does for the cyber security ecosystem.

2.2 Recommendation 2: Governance frameworks, policy and legislation that
guides and mandates the security posture of AI systems

While organisations like Microsoft led the charge for cyber security by design, many of these efforts
would not have persisted if less resourced organisations were not incentivised to deploy secure code
through regulation, governance, and more recently, legislation.

Many governments have AI Roadmaps [20], Initiatives [21, 10] or Action Plans [22]. However
these focus on increasing AI use among the public and private sectors and on AI Safety, but not AI
Security. Some companies, such as Microsoft, Facebook and Google, also have AI Red Teams, but
their mandate or performance is not regulated, and therefore lies the risk that the main purpose of
the Red Team is to ensure positive public sentiment.

There has recently been some progress with ISO standards for AI currently in the working group
stage [23], and NIST noting “AI standards that articulate requirements, specifications, guidelines,
or characteristics can help to ensure that AI technologies and systems meet critical objectives for
functionality, interoperability, and trustworthiness—and that they perform accurately, reliably, and
safely.” The European Union’s GDPR articulates requirements for data privacy and explainability
in AI systems [24]. We would argue that the Australian Government needs to play a greater role
in AI Security, and that aspects of its security should be guided by policy, and legislated. Given
the cross-border nature of the Internet, tech companies, and ML models, international consistency
would greatly benefit the ability of organisations to ensure compliance and for companies to comply
with requirements.

To complement this, as there are authorities with the remit of cyber security, these organisations
could similarly adopt AI Security. The Australian Cyber Security Centre (ACSC) could extend
its role beyond cyber security to include AI Security, and over time mature its ability to manage
AI Security standards, share information and insights with the community, and manage reporting
obligations.
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3 Conclusion

The current ‘wild west’ approach to AI mirrors a similar approach to computing and networking
in the latter half of the twentieth century. The rapid adoption of AI/ML may represent a future
security threat on par with the current cyber security threat. We posited AI Security as an extension
of cyber security, making the following two recommendations:

1. Investment in the technical ecosystem to support AI assurance, mitigation, control and audit;
and

2. Governance frameworks, policy and legislation that guides and mandates the security posture
of AI systems.

Therefore, we recommend AI Security is included as a topic in the 2023-2030 Australian Cyber
Security Strategy.
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